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* Service Update 
---------------- 
 
NEW NGS Partner 
Lancaster University has become the latest partner site to join the NGS.  
 
Lancaster becomes the third self-funding partner site to join the NGS, 
following a collaboration between the Centre for e-Science and Information 
Systems Services to grid-enable the University's central High Performance 
Cluster. 
 
Rob Crouchley, Director of Lancaster's Centre for e-Science said: "There is 
a large and wide interdisciplinary HPC user community at Lancaster whose 
computing requirements are best served by the heterogeneous resources that 
are made available through the NGS." 
 
The Lancaster NGS node consists of a subset of its central High Performance 
Cluster. The service hardware consists of: 
 

• 8 Sun Blade 1000 execution nodes, each with dual UltraSPARC IIICu 
processors, 1GB system memory and Myrinet high-speed message passing 
interconnects, running the Solaris 8 OS 

• 1 Sun Blade 1000 file server, dual UltraSPARC IIICu processors, 4GB 
system memory, with 1.5 TB RAID storage, running the Solaris 8 OS 

• 1 Dell 1750 head node, 2.8 GHz Intel Xeon processor, 2GB system 
memory, running the Fedora Core 3 OS 

 
Further information can be found within the Lancaster NGS SLD (Service Level 
Definition) at https://www.ngs.ac.uk/sites/lancaster/LancasterNGSNode1.0.pdf
 
If your site is interested in joining the NGS, see www.ngs.ac.uk for further 
details. 
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OGSA-DAI Upgrade 
The OGSA-DAI service on the NGS node at Manchester is currently based on 
version 4.0. Plans are currently being implemented to upgrade this service 
to OGSA-DAI WSRF 1.0 in September, with a withdrawal of the OGSA-DAI 4.0 
service in November, or as soon as users have migrated. 
 
 
Portal 2.1 Update 
Version 2.1 of the NGS Portal has been released. The features of this new 
release are: 
 
1. New Storage Resource Broker (SRB) portlet to browse the SRB NGS user 
space. 
2. NGS forum portlet added to provide NGS users a collaboration tool. New 
topics can be added only by the Administrator of the portal. Any request for 
topic should be first directed to Email:support@grid-support.ac.uk 
3. Minor bug fixes 
4. Improved documentation of application. 
 
 
* NGS Oracle Database Service 
----------------------------- 
The NGS hosts two Oracle based data services at the NGS core sites of 
Manchester and CCLRC-RAL. Over the last year, projects have approached the 
NGS requesting use of these facilities in order to provide a backend 
database facility that enables their researchers and end users to make use 
of a secure, grid-aware and robust database solution. 
 
If you would like to use the NGS Oracle facilities, or believe that your 
project could benefit from using a high-performance Oracle solution and 
would like to gain access to the service, please contact support@grid-
support.ac.uk for further information. 
 
 
* Technical Advice - Security 
----------------------------- 
As the NGS service grows, security is a paramount issue in protecting the 
service and data. 
 
You can help us to keep the system secure by taking care of your 
certificates and alerting us as soon as possible if you believe your 
identity has been compromised. In line with this we recommend that users do 
not keep a copy of their certificates on the NGS nodes themselves and that 
where possible, interaction with the NGS should be done so using short-lived 
oxy credentials.  pr

 
 
* Forthcoming Events 
--------------------------------- 
Forthcoming NGS related events at NeSC: 
 

Mon 12 Sep - Tue 13 
Sep  Application development on the NGS  

Thu 29 Sep - Fri 30 
Sep  

Induction to Grid Computing and the National Grid 
Service  
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e-Science All Hands Meeting, Nottingham, 19-22 September 
At the annual e-Science All Hands Meeting, the Grid Operations Support 
Centre will this year be hosting its own exhibition booth. Preparations for 
the event are currently under way and we would like to invite all NGS users 
who would like to have their work exhibited on a rolling display on the 
stand, to submit 1 or 2 PowerPoint based slides (or the contents for 2 
slides) to ourselves before 12 September. 
 
Submissions of slides for display should be sent to support@grid-
support.ac.uk
 
Further event details can be found at:  

http://www.allhands.org.uk/
 
 
 
* Contact Information / Helpdesk 
--------------------------------- 
Any comments or problems with the GOSC or NGS can be reported to the Grid 
Operations and Support Centre helpdesk using the email address: 
 
                        support@grid-support.ac.uk
 
Additional contact details and the address of the GOSC can be found on the 
website at http://www.grid-support.ac.uk
 
Or see the FAQ section: 
http://helpdesk.grid-support.ac.uk/gosc.html
 
 
* Future Issues 
---------------- 
Submis wsletters should be ssion of news for future ne ent to: 
 support@grid-support.ac.uk with the subject of 'NEWSLETTER' 
 
We are always interested to hear from users or projects making use of the 
NGS and are happy to publish your results in this newsletter. 
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