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Workshop structure

1. Introductions by participants (SE)
2. Introduction to sample size calculations (SK)
3. Practical experience of choosing ICCs (SE)
4. Pointers for choosing ICCs (SE)
5. Practical experience of calculating sample size 

(SK)
6. When some clusters do not recruit anyone (SK)
7. Sample size when cluster sizes vary (SE)
8. EXCEL programme to estimate sample size   



Introductions by participants

Why here?
What experience?



Introduction to cluster 
randomised trials and

sample size calculations for 
these trials



What are cluster randomised trials

• Randomly allocate subjects as a group to 
receive intervention

• Health education, guidelines, management 
protocols 

• Clusters are often General Practices
• Other examples

– Communities
– PCTs
– Classes, passengers on a plane, brothels etc



Reasons for Cluster 
Randomisation

• Possible contamination between 
intervention and control patients if in the 
same cluster

• Members of cluster interact
• Same medical staff treating all patients in 

cluster 
• Intervention may take place at cluster level



Why do we need to consider clustering 
in analysis and sample size

• Members of cluster will be more similar to each 
other than a random sample of subjects
– Similar background
– Chosen to belong to cluster
– Treated by same personell

• Traditional analysis assumes independence 
which cannot be assumed to be true



Effect of clustering on sample size

• Need more subjects to detect same 
difference

• Loss of power greater when 
– large number of patients per cluster 
– large variability between clusters

• Intracluster correlation coefficient
ρ = variance between clusters

total variance



Design Effect

No. Pts for cluster trial
No. Pts using individual randomisation

=1 + (m -1) ρ

where m = no of patients per practice

ρ = intra cluster correlation coefficient

Also known as variance inflation factor



Sample Size for CRT - step 1

First calculate sample size ignoring 
clusters.

This will depend on 
- difference to be detected
- significance level and power 
required
- Estimate of SD or prevalence



Sample size for CRT – step 2

Check feasibility of the sample size 
considering number of clusters and 
number of patients available per cluster

How do I choose the number of patients 
per practice?



How do I choose m?

• Constraints on no. of patients per 
cluster
– Are there costs per patient in delivering the 

intervention or measuring the outcome?
– Incident cases or known in advance?
– How many patients are available per 

cluster
• Constraints on no. of clusters

– Costs per cluster
– Availability of clusters



Natural cluster size

• This is the size of the cluster itself e.g. list 
size of practice

• Often variable
• No control over natural cluster size
• May be known in advance



Study cluster size

• No. of subjects included in the analysis
• Number of subjects per cluster determined by 

the study design
• Can sometimes be the same for each cluster 
• If using incident cases greater variability and 

uncertainty than natural cluster 
• If incident cases with low prevalence may have 

no patients from some clusters



Design Effect

Design effect = 1 + (m -1) ρ

Lowest where few subjects from a large number of 

practices

Often impractical and expensive

What is the value of ρ?



Practical experience of choosing 
intra-cluster correlation 

coefficients (ICCs)?



Pointers for choosing ICCs



Historically…..

• In mid 1990s – guess
• Efforts to find ICC estimate for primary 

outcome
• Body of literature reporting lists of ICCs
• Encouragement to report ICCs in trial 

reports
• CONSORT statement



Problems in finding relevant ICCs

• Sampling error
“A given measure showed widely varying ICC 
estimates in different databases……. The precise 
magnitude of between-cluster variation for a given 
measure can rarely be estimated in advance. Studies 
should be designed with reference to the overall 
distribution of ICCs and with attention to features 
that increase efficiency.”  Adams et al 2004

• May be using an outcome no-one else has used 
before



What do we know about the 
“overall distribution of ICCs”?

• Type of cluster
• Type of outcome 

– process 
– clinical 
– health service use outcome….

• Type of data
– binary
– continuous
– ordinal…..

• Prevalence of binary data



Type of cluster

In primary health care commonly

– Health professional
– General practice
– Group of practices



Distribution of 150 ICCs when 
clusters are general practices
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Type of cluster
ICCs for outcomes in older people

Self reported morbidity:
• General practice 0.001 to 0.04 

Fractured femur:
• PCT (319) 0.000224
• Health authority (89) 0.000135
• Region (7) 0.000005

Smeeth et al 2002, Eldridge et al 2001

ICC 
increases 
as size of 

natural 
cluster 

decreases



Type of outcome
• Process (0.07)

– referral rates
– blood pressure measured

• Clinical / symptoms / QOL (0.03)
– blood pressure
– BMI 
– GHQ, SF36

• Health service use (0.16)
– consultations

Eldridge unpublished, Campbell et al 2005

ICCs 
generally 
larger for 
process 
than for 
clinical 

outcomes



Type of data

• Binary
• Continuous
• Ordinal
• Discrete

No clear evidence of differences in ICC 
values

Campbell et al 2005



Prevalence of binary data

ICC decreases as prevalence moves 
away from 50%

Campbell et al 2005, Gulliford et al 2005



ICC estimates by 
prevalence

GPRD

HTA report (mixed clusters)

Gulliford et al 2005



Concluding remarks about 
choosing ICCs

• Beware – ICCs have huge sampling errors 
unless they come from huge studies!

• Consider type of cluster
• Consider type of outcome 

– process 
– clinical 
– health service use outcome ?

• Consider prevalence of binary outcomes



Practical experience of 
calculating sample size



When some clusters do not 
recruit anyone



Incident cases

• Little control over patient numbers per 
cluster

• Random variability in number of cases 
identified during study for a given size 
practice increases variability in study 
cluster size

• Can have clusters which recruit no 
cases if incidence rate is low 



Average cluster size and expected percentage of 
practices lost to the study for small cluster sizes

  Clusters with at least one 
case 

Average number of 
eligible patients per 
practice  

Probability of 0 
cases per practice 

Range    m  hm
m

 

1.1 0.41 1 to 6 1.8 1.30 

1.6 0.29 1 to 8 2.3 1.41 

2.2 0.21 1 to 10 2.8 1.51 

2.7 0.16 1 to 11 3.3 1.58 

3.3 0.13 1 to 13 3.8 1.64 

4.4 0.08 1 to 16 4.8 1.74 

 



Sample size when cluster 
sizes vary 



Randomising UK general 
practices

• Size of practices very variable
Mean=5953
Max=34192

• Recruitment often on the basis of 
– number of patients on disease register e.g. with 

diabetes
– or number who turn up at the practice for a 

particular reason e.g. asthma attack

• Might expect quite variable cluster sizes
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Cluster sizes in six trials
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Why does variable cluster size 
matter? 

• Consider trials with 40 clusters, 400 
participants

• Trial 1: fixed cluster size = 10
• Trial 2: one cluster size=9, one cluster 

size=11, rest =10
– Loss of power from the cluster of size 9
– Gain some power in cluster of size 11 
– Loss of power in clusters of decreasing size is 

always greater than power gained by adding more 
individuals to larger clusters 



What has been done about it?

• Most methodologists ignore

• Most trialists ignore

• Justification for ignoring is that it’s not 
easy to do anything about it



What can be done about it?

Previous methodological work
– Mantunga Biomedical Journal 2001

Continuous outcomes, design effect

– Kerry & Bland Statistics in Medicine 2001
Continuous and binary outcomes, design effect formula 
requires knowledge of individual cluster sizes  

– Lake Statistics in Medicine 2002
Continuous outcomes, design effect

– Kang Drug Information Journal 2003
Binary outcomes, design effect



Simple formula

• Without variable cluster size:
Design effect = 1 + (m-1)ρ
m=fixed cluster size
ρ =intra-cluster correlation coefficient

• With variable cluster size, analysis weighting 
by cluster size (at cluster level):
Design effect = 1 + {(1+cv2)m – 1} ρ
cv=coefficient of variation of cluster size = 

standard deviation/mean



Further issues
• Formula estimates design effect for particular type of 

analysis
• For other types of analysis design effect comes in 

between this design effect and design effect assuming 
cluster sizes fixed at average cluster size

• What are the general implications of this formula?
• How do you calculate cv?

Eldridge, Ashby & Kerry 2006



Implications of formula
If using analyses weighting by cluster size 

(cluster-level analyses) 
– Maximum possible increase in sample size (over 

and above use of usual design effect formula) due 
to variable cluster size is 1+cv2

– Maximum reached as mean cluster size tends to 
infinity:

Mean cluster size=10000, ICC=0.05, cv=0.4 increase=16%
– For small cluster sizes increase is less:

Mean cluster size = 10, ICC=0.05, cv=0.4 increase= 6%
– If cv<0.23, increase must be less than 5%
– If cv<0.33, increase must be less than 10%



But how can we calculate cv?

• Base on cv in previous similar trials

• Model sources of variation

• Estimate from expected minimum and maximum 
cluster sizes



cv based on previous studies
Trial Number 

of 
clusters

Mean 
cluster size

cv

HD 55 109.8 0.62
AD 24 16.3 0.72
LTMI 16 23.3 0.42
ELECTRA 41 7.8 0.64
POST 52 6.3 0.75
DD 40 6.3 0.61



Model sources of variation to 
estimate cv 

• Underlying distribution of whole cluster 
sizes

• Sampling strategy for recruiting clusters
• Patterns of cluster response and drop out
• Distribution of eligible individuals within 

clusters
• Sampling strategy for recruiting individuals
• Patterns of individual response and drop 

out  



cv from expected minimum and 
maximum cluster sizes

• Standard deviation approx. range/4
• cv= standard deviation/mean



Hypothetical example:
Information from investigator

• Randomising general practices
• Expected mean number of patients per 

practice = 10
• Expected ICC = 0.05
• Outcome = binary
• Minimal clinically important difference = 

increase from 26% to 46%



Hypothetical example:
Initial sample size calculation

• 80% power
• 5% significance level
• Requires 200 individuals



Hypothetical example:
Assuming fixed cluster size

• Use usual design effect
• Requires 290 individuals
• 29 practices must be recruited



Hypothetical example:
Assuming variable cluster size (1)

Trial Number 
of 
clusters

Mean 
cluster size

cv

HD 55 109.78 0.62
AD 24 16.25 0.72
LTMI 16 23.31 0.42
ELECTRA 41 7.78 0.64
POST 52 6.31 0.75
DD 40 6.25 0.61
Choose cv of 0.64 based on ELECTRA



Hypothetical example:
Assuming variable cluster size (2)

Based on mean cluster size of 10, choose 
cv=0.69

Average cluster size
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Expected cv by mean cluster size



Hypothetical example:
Assuming variable cluster size (3)

• Estimate expected maximum and 
minimum cluster size

• Conservative estimates
– Minimum=1
– Maximum=40

• cv=(39/4)/10=0.975



Hypothetical example:
Number of practice required

• Assuming variable cluster size
– Based on previous study: 33 
– Using modelling: 34
– Using minimum & maximum cluster sizes: 38

• Compare with
– Accounting for clustering but not

variable cluster size: 29
– Not accounting for clustering: 20 



Concluding remarks about variable 
cluster size

• Method suitable for continuous and binary 
outcomes

• Provides conservative estimate – actual 
design effect depends on type of analysis 

• Effect of variable cluster size more 
important for large ICCs and large cluster 
sizes

• For trials randomising UK general 
practices have reasonable idea of value of 
cv



Concluding remarks

• ICCs  not under investigators’ control
• CV of cluster size may not be under 

investigators’ control
• Both have more serious impact if cluster sizes 

large
• Mean cluster size is under investigators’ control 
• Small cluster sizes are better, but beware 

problem of empty clusters if mean cluster size 
under about 4 



EXCEL programme



Hypothetical or real scenario?



Scenario

• Randomisation units?
• Primary outcome?
• ICC?
• Method of recruitment? 
• Average cluster size?
• cv or maximum/minimum expected cluster 

sizes?



Any improvements to 
programme?



Thank-you

Reference list available

Some copies of Eldridge, Ashby and Kerry paper available

Workshop evaluation sheet

E-mail s.eldridge@qmul.ac.uk if you would like copy of 
‘improved’ EXCEL programme 

mailto:s.eldridge@qmul.ac.uk�
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