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— Another possible pathway is through BMI.
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— More generally, how do we define and estimate path-specific
effects through n causally-ordered mediators?
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— More generally, how do we define and estimate path-specific
effects through n causally-ordered mediators?
— Focus has either been on setting where mediators don’t
affect each other (MacKinnon 2000, Preacher & Hayes 2008)
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Outline for the remainder of the talk

1 Mediation analysis with one mediator
Traditional approach
Limitations of the traditional approach
Contributions from causal inference

2 Mediation analysis with multiple mediators

3 Back to the motivating example

4 Summary
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The traditional approach to estimating pathways

Write X for the exposure, M for the mediator and Y for the
outcome.

Explicitly include confounders C.
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‘Difference’ method
Baron and Kenny, 1986
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3 C

E (Y |C,X ) = β0 + β1X + βT
2 C
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Problem 1: estimands and assumptions
Specific to this (associational) model; correspondence to direct/indirect vague
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Problem 2: model (in)flexibility

Consider the regression models again:

E (Y |C,X ,M ) = α0 + α1X + α2M + αT
3 Cexp (C2)

E (Y |C,X ) = β0 + β1X + βT
2 CC2

1

E (M |C,X ) = γ0 + γ1X + γT
2 C

√
C1C2

E (Y |C,X ,M )= α0 + α1X + α2M + α31C1 + α32C2 + α33C1C2
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We can include interactions between confounders, and
non-linearities for the confounders.
But the flexibility ends here.
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Problem 3: intermediate confounding

Thus far, we have considered confounders C that are
(potentially) common causes of X , M and Y .

Intermediate confounders L are common causes of M and
Y that are affected by X .
It is unclear how the traditional approaches can be used
when there is intermediate confounding.
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Counterfactuals

Let Y (x) be the value that Y would take if we intervened
on X and set it (possibly counter to fact) to the value x .

Let Y (x ,m) be the value that Y would take if we
intervened simultaneously on both X and M and set them
to the values x and m.
Let M (x) be the value that M would take if we intervened
on X and set it to x .
Let Y {x ,M (x∗)} be the value that Y would take if we
intervened on X and set it to x whilst simultaneously
intervening on M and setting it to M (x∗), the value that M
would take under an intervention setting X to x∗, where x
and x∗ are not necessarily equal.
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initions of direct/indirect effects in causal inference.
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Estimands

Many (subtly different) counterfactual definitions of
direct/indirect effects have been proposed.

Direct effects:
Controlled direct effect (Pearl, 2001),
Natural direct effect (Pearl, 2001), also called Pure direct
effect (Robins and Greenland, 1992),
Total direct effect (Robins and Greenland, 1992),
Direct effect in the exposed (Vansteelandt and VanderWeele, 2012),
Principal stratum direct effect (Rubin, 2004).

Indirect effects:
Natural indirect effect (Pearl, 2001), also called Total indirect
effect (Robins and Greenland, 1992),
Pure indirect effect (Robins and Greenland, 1992),
Indirect effect in the exposed (Vansteelandt and VanderWeele, 2012).

We focus on these today (and also the total causal effect).
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Total causal effect

The total causal effect of X on Y , conditional on C = c,
expressed as a mean difference comparing x∗ vs x is

TCE (c, x , x∗) = E {Y (x∗) |C = c } − E {Y (x) |C = c } .

Note that this can also be written as

TCE (c, x , x∗) = E [Y {x∗,M (x∗)} |C = c ]
− E [Y {x ,M (x)} |C = c ] .
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Controlled direct effect
Pearl, 2001

The controlled direct effect of X on Y , conditional on
C = c, when M is controlled at m, expressed as a mean
difference comparing x∗ vs x is

CDE (c, x , x∗,m) = E {Y (x∗,m) |C = c }−E {Y (x ,m) |C = c } .
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This (as always with a causal contrast) is a
comparison of two hypothetical worlds.

In the first, X is set to x∗, and in the second X is set
to x . In both worlds, M is set to m.
By keeping M fixed at m, we are getting at the direct
effect of X , unmediated by M.

Rhian Daniel/Multiple mediators 20/51



Mediation analysis with one mediator Mediation analysis with multiple mediators Motivating example Summary

Controlled direct effect
Pearl, 2001

The controlled direct effect of X on Y , conditional on
C = c, when M is controlled at m, expressed as a mean
difference comparing x∗ vs x is

CDE (c, x , x∗,m) = E {Y (x∗,m) |C = c }−E {Y (x ,m) |C = c } .

This (as always with a causal contrast) is a
comparison of two hypothetical worlds.
In the first, X is set to x∗, and in the second X is set
to x . In both worlds, M is set to m.

By keeping M fixed at m, we are getting at the direct
effect of X , unmediated by M.

Rhian Daniel/Multiple mediators 20/51



Mediation analysis with one mediator Mediation analysis with multiple mediators Motivating example Summary

Controlled direct effect
Pearl, 2001

The controlled direct effect of X on Y , conditional on
C = c, when M is controlled at m, expressed as a mean
difference comparing x∗ vs x is

CDE (c, x , x∗,m) = E {Y (x∗,m) |C = c }−E {Y (x ,m) |C = c } .

This (as always with a causal contrast) is a
comparison of two hypothetical worlds.
In the first, X is set to x∗, and in the second X is set
to x . In both worlds, M is set to m.
By keeping M fixed at m, we are getting at the direct
effect of X , unmediated by M.

Rhian Daniel/Multiple mediators 20/51



Mediation analysis with one mediator Mediation analysis with multiple mediators Motivating example Summary

Controlled indirect effect?

Ideally, we would express the total causal effect as the sum
of a direct and an indirect effect.

But this is tricky using our definition of a controlled direct
effect.
The controlled direct effect could be different for each
value of m.
But the total causal effect is independent of m.
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Controlled indirect effect?

Even with no mediation, an interaction would mean that

TCE (c, x , x∗) 6= CDE (c, x , x∗,m) .

But in this case, the indirect effect would intuitively be zero.
And so we cannot hope to find a definition of a controlled
indirect effect (CIE) such that

TCE (c, x , x∗) = CDE (c, x , x∗,m) + CIE (c, x , x∗,m) .
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Pure natural direct effect
Pearl, 2001; Robins and Greenland, 1992

For this reason, it is useful to have a different definition of a
direct effect.

The pure natural direct effect of X on Y , conditional on
C = c, as a mean difference comparing x∗ vs x is

PNDE (c, x , x∗) = E [Y {x∗,M (x)} |C = c ]
− E [Y {x ,M (x)} |C = c ] .
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This is a comparison of two hypothetical worlds.

In the first, X is set to x∗, and in the second X is set
to x . In both worlds, M is set to M (x), the value it
would take if X were set to x .
Since M is the same (within subject) in both worlds,
we are still getting at the direct effect of X .
If no individual-level interaction between X and M,
CDE (c, x , x∗,m) = PNDE (c, x , x∗) ∀m.
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Total natural indirect effect
Pearl, 2001; Robins and Greenland, 1992

The advantage of defining the pure natural direct effect in
this way, is that it leads to a natural indirect effect.

The total natural indirect effect of X on Y , conditional on
C = c, as a mean difference comparing x∗ vs x is

TNIE (c, x , x∗) = E [Y {x∗,M (x∗)} |C = c ]
− E [Y {x∗,M (x)} |C = c ] .
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X is allowed to influence Y only through its influence
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Effect decomposition

Now we see that the sum of the pure natural direct effect and
total natural indirect effect is

PNDE (c, x , x∗) + TNIE (c, x , x∗)
= E [Y {x∗,M (x)} |C = c ]− E [Y {x ,M (x)} |C = c ]

+ E [Y {x∗,M (x∗)} |C = c ] − E [Y {x∗,M (x)} |C = c ]
= E [Y {x∗,M (x∗)} |C = c ]− E [Y {x ,M (x)} |C = c ]

= TCE (c, x , x∗) ,

the total causal effect, as desired.
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Arbitrary choices

In our definition of the PNDE, we controlled M at M (x):

PNDE (c, x , x∗) = E [Y {x∗,M (x)} |C = c ]
− E [Y {x ,M (x)} |C = c ]

Why not M (x∗)?
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Arbitrary choices

We could instead have defined a total natural direct effect:

TNDE (c, x , x∗) = E [Y {x∗,M (x∗)} |C = c ]
− E [Y {x ,M (x∗)} |C = c ]

and a pure natural indirect effect:

PNIE (c, x , x∗) = E [Y {x ,M (x∗)} |C = c ]
− E [Y {x ,M (x)} |C = c ]

Rhian Daniel/Multiple mediators 27/51



Mediation analysis with one mediator Mediation analysis with multiple mediators Motivating example Summary

Arbitrary choices

We could instead have defined a total natural direct effect:

TNDE (c, x , x∗) = E [Y {x∗,M (x∗)} |C = c ]
− E [Y {x ,M (x∗)} |C = c ]

and a pure natural indirect effect:

PNIE (c, x , x∗) = E [Y {x ,M (x∗)} |C = c ]
− E [Y {x ,M (x)} |C = c ]

Rhian Daniel/Multiple mediators 27/51



Mediation analysis with one mediator Mediation analysis with multiple mediators Motivating example Summary

Alternative effect decomposition

The TCE also decomposes into the TNDE+PNIE:

TNDE (c, x , x∗) + PNIE (c, x , x∗)
= E [Y {x∗,M (x∗)} |C = c ] − E [Y {x ,M (x∗)} |C = c ]
+ E [Y {x ,M (x∗)} |C = c ]− E [Y {x ,M (x)} |C = c ]
= E [Y {x∗,M (x∗)} |C = c ]− E [Y {x ,M (x)} |C = c ]

= TCE (c, x , x∗) .
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Mediated interaction

VanderWeele (Epidemiology, in press) has recently suggested
a three-way decomposition:

TCE (c, x , x∗) = PNDE (c, x , x∗)+PNIE (c, x , x∗)+Remainder (c, x , x∗)

where, for binary M and X (so x = 0, x∗ = 1), he shows that

Remainder (c,0,1) = E [{M (1)−M (0)} ·
{Y (1,1)− Y (1,0)− Y (0,1) + Y (0,0)}|C = c]

This is non-zero only if there is mediation and interaction; thus
he calls the remainder term a mediated interaction.

The total natural direct/indirect effects include the mediated
interaction; the pure effects exclude it.
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Identification and estimation

Given clear definitions of the estimands we would like to
estimate, we can give assumptions under which they can
be identified from data and methods for doing so.

Whenever counterfactual quantities are to be estimated
from actual data, assumptions are needed to link the two.
The assumptions come in three flavours:

1 Consistency assumptions: allow linking of counterfactual
outcomes such as Y (x ,m) with the actual outcome Y , for
certain subjects.

2 Exchangeability assumptions: allow linking certain subjects
with certain other subjects so that counterfactuals not
identified by consistency, can be estimated by borrowing
information across subjects.

3 Modelling assumptions: allow this sharing of information to
happen more efficiently.
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Assumptions for identification: TCE

Consistency for Y (x):

Y = Y (x) if X = x

Conditional exchangeability given C for X wrt Y :

Y (x) ⊥⊥ X |C ∀x

Essentially, this means no unmeasured confounding of the X–Y
relationship.
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Assumptions for identification: CDE

Consistency for Y (x ,m):

Y = Y (x ,m) if X = x and M = m

Sequential conditional exchangeability given C for X wrt Y and
given C,X ,L for M wrt Y :

Y (x) ⊥⊥ X |C ∀x

Y (x ,m) ⊥⊥ M |C,X ,L ∀x ,m

Essentially, this means no unmeasured confounding of the X–Y
or M–Y relationships.
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Consistency for Y (x ,m), M (x) and Y {x ,M (x∗)}:

Y = Y (x ,m) if X = x and M = m, M = M (x) if X = x ,

Y = Y {x ,M (x∗)} if X = x and M = M (x∗) .

Sequential conditional exchangeability given C for X wrt Y ,
given C,X ,L for M wrt Y , and given C for X wrt M:

Y (x) ⊥⊥ X |C ∀x , Y (x ,m) ⊥⊥ M |C,X ,L ∀x ,m,

M (x) ⊥⊥ X |C ∀x .

Rhian Daniel/Multiple mediators 33/51



Mediation analysis with one mediator Mediation analysis with multiple mediators Motivating example Summary

Assumptions for identification: PNDE, TNDE, PNIE, TNIE

Consistency for Y (x ,m), M (x) and Y {x ,M (x∗)}:

Y = Y (x ,m) if X = x and M = m, M = M (x) if X = x ,

Y = Y {x ,M (x∗)} if X = x and M = M (x∗) .

Sequential conditional exchangeability given C for X wrt Y ,
given C,X ,L for M wrt Y , and given C for X wrt M:

Y (x) ⊥⊥ X |C ∀x , Y (x ,m) ⊥⊥ M |C,X ,L ∀x ,m,

M (x) ⊥⊥ X |C ∀x .

Rhian Daniel/Multiple mediators 33/51



Mediation analysis with one mediator Mediation analysis with multiple mediators Motivating example Summary

Assumptions for identification: PNDE, TNDE, PNIE, TNIE

Essentially, this means no unmeasured confounding of the X–Y ,
M–Y , or X–M relationships.

Finally, in addition, either:

No intermediate confounding, or
Some restriction on the extent to which X and M interact in
their effect on Y (Petersen et al, 2006).
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G-computation formula for the CDE
Robins 1986

Let’s look at how the CDE is estimated:

CDE (c, x , x∗,m) =

E {Y (x∗,m) |C = c } − E {Y (x ,m) |C = c }

=

∫
E (Y |C = c,X = x∗,L = l ,M = m ) fL|C,X (l |c, x∗ )dl

−
∫

E (Y |C = c,X = x ,L = l ,M = m ) fL|C,X (l |c, x )dl

This is the g-computation formula.
It requires correct specification of these parametric
associational models for Y |C,X ,L,M and L |C,X .
Both models can be completely flexible: they can include
non-linearities and interactions.
By marginalising over L |C,X , intermediate confounding is
appropriately dealt with.
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G-computation formula for the CDE
Robins 1986

In the absence of intermediate confounding, non-linearities
and interactions, this becomes α1 as earlier.

The g-computation formula thus generalises the earlier
approaches to allow felxible modelling, interactions and
intermediate confounding.
If analytically intractable, the integration over L can be
done by Monte Carlo simulation.

Rhian Daniel/Multiple mediators 36/51



Mediation analysis with one mediator Mediation analysis with multiple mediators Motivating example Summary

G-computation formula for the CDE
Robins 1986

In the absence of intermediate confounding, non-linearities
and interactions, this becomes α1 as earlier.
The g-computation formula thus generalises the earlier
approaches to allow felxible modelling, interactions and
intermediate confounding.

If analytically intractable, the integration over L can be
done by Monte Carlo simulation.

Rhian Daniel/Multiple mediators 36/51



Mediation analysis with one mediator Mediation analysis with multiple mediators Motivating example Summary

G-computation formula for the CDE
Robins 1986

In the absence of intermediate confounding, non-linearities
and interactions, this becomes α1 as earlier.
The g-computation formula thus generalises the earlier
approaches to allow felxible modelling, interactions and
intermediate confounding.
If analytically intractable, the integration over L can be
done by Monte Carlo simulation.

Rhian Daniel/Multiple mediators 36/51



Mediation analysis with one mediator Mediation analysis with multiple mediators Motivating example Summary

G-computation formula for the PNDE, TNDE, PNIE, TNIE

The g-computation formula can similarly be used to
estimate the PNDE, TNDE, PNIE and TNIE, with further
modelling and assumptions.

A model for M |C,X ,L is now required.
Either there must be no intermediate confounding, or the
Petersen et al interaction restriction assumption is
required:

E {Y (x∗,m)− Y (x ,m) |C = c,M (x) = m}
= E {Y (x∗,m)− Y (x ,m) |C = c,M (x∗) = m}

= E {Y (x∗,m)− Y (x ,m) |C = c } .
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Alternative semiparametric approaches

One drawback of the g-computation formula is its
fully-parametric nature and hence heavy reliance on
parametric modelling assumptions.

In particular, the necessity to model L |C,X can be
problematic if L is high-dimensional.
Alternative semiparametric methods from the causal
inference literature do not require a model for L |C,X :

inverse probability weighted estimation of a marginal
structural model (VanderWeele, 2009),
g-estimation of a structural nested model (Robins, 1999),
other flavours of g-estimation (Joffe and Greene, 2009; Vansteelandt, 2009).
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Outline

1 Mediation analysis with one mediator
Traditional approach
Limitations of the traditional approach
Contributions from causal inference

2 Mediation analysis with multiple mediators

3 Back to the motivating example

4 Summary
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Counterfactuals

For two mediators, we need the following counterfactuals:
M1 (x), M2 (x ,m1), Y (x ,m1,m2), defined in the obvious
way.

And now the complex composite counterfactual

Y [xa,M1 (xb) ,M2 {xc ,M1 (xd)}].
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Path-specific effects

For simplicity, let’s drop conditioning on C = c (it is implied
everywhere) and let’s consider binary X so that x = 0 and
x∗ = 1.

Effects through neither M1 nor M2 (direct effect):

NDE-xbxcxd = E (Y [1,M1 (xb) ,M2 {xc ,M1 (xd)}]
−Y [0,M1 (xb) ,M2 {xc ,M1 (xd)}])

This is what makes it a direct effect.

And these can be set at any values, so 8 choices.
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Path-specific effects

Similarly, path-specific effects through M1 only:

NPSE1-xaxcxd = E (Y [xa,M1 (1)M2 {xc ,M1 (xd)}]
−Y [xa,M1 (0)M2 {xc ,M1 (xd)}])

This is what makes it a path-specific effect through M1 only.

And these can again be set at any of 8 combinations.
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Path-specific effects

Similarly, path-specific effects through M2 only:

NPSE2-xaxbxd = E (Y [xa,M1 (xb)M2 {1,M1 (xd)}]
−Y [xa,M1 (xb)M2 {0,M1 (xd)}])

This is what makes it a path-specific effect through M2 only.

And these can again be set at any of 8 combinations.
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Path-specific effects

Finally, path-specific effects through both M1 and M2:

NPSE12-xaxbxc = E (Y [xa,M1 (xb)M2 {xc ,M1 (1)}]
−Y [xa,M1 (xb)M2 {xc ,M1 (0)}])

This is what makes it a path-specific effect through both M1 and
M2.

And these can again be set at any of 8 combinations.
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Effects that decompose

We have defined 8 flavours of each of 4 effects.

Thus, if we add them together, one flavour of each effect,
there are 84 = 4096 possible sums.
It can be shown that 24 of these sum to give the total
causal effect.
More generally, with n mediators, we have (2n)!
decompositions of the total effect into path-specific effects.
In most practical settings, the choice between these will be
somewhat arbitrary.
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Mediation analysis with one mediator Mediation analysis with multiple mediators Motivating example Summary

Identification and estimation

n

The assumptions needed for identification/estimation also
explode, with no unmeasured confounders assumptions
needed for each pair of mediators, each mediator with the
outcome, and each mediator with the exposure.

In addition, we must make multiple interaction-restriction
assumptions, akin to the assumption suggested by
Petersen et al.
This is because we certainly cannot assume no
intermediate confounding, when earlier mediators are
‘intermediate confounders’ for later mediators.
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Outline

1 Mediation analysis with one mediator
Traditional approach
Limitations of the traditional approach
Contributions from causal inference

2 Mediation analysis with multiple mediators

3 Back to the motivating example

4 Summary
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The Izhevsk study data

Alcohol
intake

1275 population-based controls from a case-control study
carried out to assess the effects of hazardous
alcohol-drinking on mortality in men living in Izhevsk,
Russia.
Dichotomised exposure, X = heavy drinking, yes/no.
Baseline confounders: age, socio-economic status (SES),
smoking status (current/ex/never) and cigarettes per day
(≤ 10,10–20,> 20).
Effect estimation using g-computation formula.
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Quick summary

Effect decomposition into direct/indirect, and more
generally path-specific effects is often of interest.

But is surprisingly difficult and subtle, particularly when
there are interactions and intermediate confounders.
When there are multiple causally-ordered mediators things
get even more complicated.
The number of possible decompositions blows up, as well
as the assumptions needed for identification.
More work is needed to understand the plausibility of
Petersen-type interaction restriction assumptions.
And on sensitivity analyses.
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