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Abstract

The paper revisits the popular gravity model of trade in the light of the increasingly

acknowledged findings of spatial econometrics and interprets the results in view of some

recent theoretical developments from the economic literature that contribute to its foundation.

When the inherent spatial effects are explicitly taken into account, the magnitude of the

estimated parameters changes considerably and, with it, the measures on the predicted trade

flows. This result is illustrated on the case of predicted trade flows between the EU and some

of its potential members.
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TRADE FLOWS AND SPATIAL EFFECTS: THE GRAVITY MODEL REVISITED

Given its parsimony and often acclaimed empirical robustness, the gravity model of trade
never lost its appeal over the nearly four decades since it was introduced by Tinbergen and
Linneman.

Indeed, the late 1990s witnessed a revival in its application, with numerous authors
employing it to assess the potential for trade between the European Union (EU) and the
transforming economies of Central and Eastern Europe.

Since Krugman (1991), the fact that geography matters where trade is concerned is no
longer news. However, the empirical work on the gravity model of trade does not, to date,
explicitly account for the role of location, neither does it take seriously Anselin and Griffith's
(1988) exposition on ways in which standard econometric techniques fail to remain
applicable in the spatial context.

This paper explores the empirical performance of the gravity model when the inherent
spatial effects are explicitly accounted for within the framework of spatial econometrics. The
emphasis is on the size and significance of the estimated parameters1, given the practical
relevance of the calculated potential trade flows they generate. We find that, when the
inherent spatial effects are explicitly taken into account, the magnitude of the estimated
parameters changes considerably and, with it, the measures on the predicted trade flows.
More specifically, the traditional formulation seriously overestimates the size of the trade
flows to and from 'island' countries, while underestimating it for countries who have trading
neighbours. Moreover, the large explanatory power of regional trading bloc membership
dummy variables vanishes when spatial effects are included in the model specification. The
overall performance of the alternative specification proposed is superior to the one of the
currently prevailing formulation.

The paper is structured in three sections. The first section presents the 'traditional'
gravity model and the reasons to revisit it, and is followed by details of the proposed
specification and the corresponding empirical results (section 2). Section 3 concludes.

1. The prevailing specification

1.1. Formulation

The gravity model belongs to the class of empirical models concerned with the
determinants of interaction. In its most general formulation, it explains a flow Fij (of goods,
people etc.) from an area i to an area j as a function of characteristics of the origin (Oi),
characteristics of the destination (Dj) and some separation measurement (Sij):

Fij=OiDjSij, i=1,..I; j=1,..J (1)

Customarily the model is estimated in log-linear form.
The inspiration for the formulation comes from Newtonian physics (Zhang and

Kristensen, 1995, p.308), more specifically from the law of universal gravity, according to
which attraction is larger between larger and closer positioned bodies. When applied to flows
of goods between countries, by analogy, the model stresses that trade increases with size and
proximity of the trading partners.
                                                          
1 1See Leamer (1994) for an argument on estimation vs. testing in international trade theory.
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Rewriting equation (1) in log form, a vector of bilateral trade flows (exports, imports,
total trade) Fij is modelled as:

Fij=Xββββ+εεεε, ε∼Ν(0,σ 2) (2)

where X is a vector of (logs of) explanatory variables, and εεεε a white noise error term.
In the simplest specification, X contains proxies for the size of the two economies

(GDP, population and/or GDP per capita) and the distance between them (as proxy for
transportation costs and other obstacles to trade). Some models include, alongside distance,
the areas of the trading partners (proxy for transport cost within the country), tariff and price
variables, as well as a variety of proxies for 'closeness' between the trading partners:
contiguity, common language dummy (cultural affinity), trading bloc membership dummy
etc. (Zhang and Kristensen, 1995 for an overview), and even FDI as a complement/substitute
to/for trade (Fontagné, Freudenberg and Pajot, 1999).

Most familiar uses of the model relate to: the examination of bilateral trade patterns in
search of evidence on 'natural' (non-institutional) regional trading blocs (Frankel, Stein and
Wei, 1995); the estimation of trade creation and trade diversion effects from regional
integration (e.g., Brada and Méndez, 1985; Endoh, 1999); the estimation of trade potential,
with application to trade between the European Union and its potential new members (e.g.
Hamilton and Winters, 1992; Baldwin, 1994 and references therein; Gros and Steinherr,
19952; Brulhart and Kelly, 1999).

1.2. Limitations

Despite its empirical success, the gravity model has not been free from criticism. A
frequent complaint relates to its lack of theoretical foundations (e.g., Leamer, 1994), a view
no longer prevalent, however (Baldwin, 1994), in the light of several recent developments.
Evenett and Keller (1998) show that much of the success of the gravity equation relies on
increasing-returns-to-scale-based theories of trade. Their analysis is, however, focused on the
proportionality of the volume of trade to the trading countries' incomes and not on its
relationship to trade resistance or on the role of the demand side. Concentrating more on the
role of distance, Asilis and Rivera-Batiz (1994) develop a geographical theory of
interregional trade in which space plays a central role. As far as the role of demand is
concerned, the predominant relevant argument remains the Linder hypothesis, according to
which differences in taste deter trade due to the cost of tailoring a product to the local
requirements (Leamer, 1994).

Most relevant to our line of argument - that location matters - are two particular
developments: Asilis and Rivera-Batiz (1994) and Bougheas, Demetriades and Morgenroth
(1999). The first paper extends and formalises the basic elements of the gravity model,
making location an endogenous variable and examining how trade is brought about by the
interaction between size, distance and divergent regional productive structures (p.357).
Essentially, in this model trade occurs as a result of the endogenous geographical dispersion
of factors of production and population (p.372); in other words, what makes regions different
from each other is their location in space. The second paper introduces infrastructure in the
bilateral trade model and shows that location and endowment (income) play a decisive role in
                                                          
2 2They discuss spatial aspects (pp.509-517), but do not include them in the estimation of the
gravity model.
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determining whether two partner countries will decide to enhance their trading opportunities
by developing (transport cost reducing) infrastructure. The latter has the features of an
international public good, with spillovers from the country investing in infrastructure and
with multilateral benefits (i. e. fall in transaction costs with all trading partners for both the
investing countries and their neighbours).

On the empirical side, Polak (1996) is concerned with the misspecification and inbuilt
bias (downward for 'far-away countries' and upward for 'close-by countries', p.538). He is
joined by one of the discussants of Hamilton and Winters (1992) in calling for 'a 'more
differentiated measure of distance' (p.109). This point is taken on by Brulhart and Kelly
(1999), who include in their ordinary least squares (OLS) estimation a remoteness indicator
(calculated as the average of a country's distances to its trading partners, weighted by the
partners' GDPs).

Fik and Mulligan (1998) question the appropriateness of the widely-used 'highly
restrictive log-linear specifications' of gravity-type models and suggest the use of Box-Cox
transformations; their results indicate that parameter estimation bias comes from both
inappropriate choice of explanatory variables and functional misspecification.

Nevertheless, most authors continue to estimate and report OLS estimates for a model
of the type described in equation (2), ignoring the misspecification caused by the nature of
measurement problems associated with data collected for aggregate spatial units and by the
implications of violated standard assumptions that underlie their regression analysis.

Anselin (1998) clarifies that such data is characterised by the presence of spatial
effects, namely spatial dependence (caused by various degrees of spatial aggregation, spatial
externalities and spillover effects) and spatial structure or heteroskedasticity (resulting from
'heterogeneity inherent in the delineation of spatial units and from contextual variation over
space' p.1). When such effects are present, traditional econometric techniques are no longer
applicable, since spatial effects do, separately or in combination, impact upon the properties
of the traditional estimators and statistical tests.

In the presence of spatial effects, the appropriate technique is that of spatial
econometrics, which enables testing for multiple sources of misspecification in spatial models
and testing for spatial dependence when other forms of misspecification are present (Anselin,
1998, p.2) and it can deal with the multidirectional nature of spatial dependence, which often
precludes the use of OLS.

2. Proposed specification

The application of standard econometrics techniques in the presence of spatially
correlated error terms results in misleading significance tests and measures of fit, due to
biased estimation of error variance, $t$ test significance and R2 (Anselin and Griffith, 1988,
p16). In the presence of heteroskedasticity, the parameter estimates are biased.

The two problems have not been totally ignored in the literature, neither have they
received full attention. While Baldwin (1994) overviews a set of generic issues of empirical
implementation of the OLS estimation, with no mention of spatial effects, Bougheas,
Demetriades and Morgenroth (1999) acknowledge the possibility of spatially autocorrelated
error terms and use the methodology of (IV) seemingly unrelated regression. However, for
identical explanatory variables OLS and generalised least squares (GLS) are identical and no
gain in efficiency is obtained from the GLS estimation (Greene, 2000, pp.614-616). The
problem of heteroskedasticity is addressed by Flowerdew (1982), who suggests an iterative
weighting method. Zhang and Kristensen (1995) also address the issue of heterogeneity and
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propose a model with variable coefficients obtained by applying Casetti's expansion method
to a gravity-based trade model3.

2.1. Formulation

For the purpose of our comparative analysis we model trade flows as a function of
income per capita (GDP) in the trading partner countries and the distance (DIST) between
them, retaining a vector of explanatory variables of the form:

X=( GDPi,GDPj,DISTij)’ (3a)

where each element of X is defined as log of the relevant data.
To illustrate the impact of the spatial lag on the explanatory power of regional trading

bloc membership dummy variables we include such a dummy in the vector of explanatory
variables, that is to say we use:

X*=( GDPi,GDPj,DISTij,DUMMY)’ (3b)

1 EU member
DUMMY= 2 NAFTA member

0 otherwise

Before putting forward our alternative formulation, we need to explore the presence of
the two types of spatial effects: spatial dependence and heterogeneity. This is problematic,
given that both heteroskedasticity and spatial autocorrelation can have a common cause in
misspecification and measurement errors (Anselin and Griffith, 1988, p.17). The presence of
this joint effect means that, in practice, tests based on residuals from the misspecified model
should be interpreted with caution.

Once we establish the presence of both spatial dependence and heterogeneity, on the
basis of the residuals from the OLS estimation of (2), we proceed to modelling each effect in
turn and testing the alternative specifications against the null that the actual model is the one
in equation (2), with X given by equation (3a).

When dealing with spatial dependence, we can either find autocorrelated error terms
or significant spatially lagged dependent variables.

For the presence of spatially autoregressive error term we estimate equation (2), with
the following specification for the residual autocorrelation:

εεεε=λWεεεε+µµµµ, µµµµ~ (0,σµ
2I) (4a)

or
Fij=Xββββ+(I-λW)-1µµµµ (4b)

where the null hypothesis is λ=0. A λ parameter statistically different from zero would imply
that the size of the trade flow in/from a region affects the size of the trade flow in/from the
neighbouring regions only if their trade is above that considered 'normal', i.e. predicted by the
model. (Pons-Novell and Viladecans-Marsal, 1999, p.446).
                                                          
3 3In their model the variable parameters are expressed as linear function of incomes per
capita of the trading partners and of the distance between them (p.328).
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Clearly, λ is the coefficient of the autoregressive error term, while W represents the
weights matrix, measuring the 'degree of potential interaction' between neighbouring location
(Anselin et al., 1996, p.81). W can be specified in a variety of ways (see, e.g., Bolduc,
Laferrière and Santarossa, 1992); here we use the most popular formulation, a row
standardised contiguity matrix:

w*ij=(wij/Σjwij) wij = 1 contiguous countries (5)
0 otherwise

The data we use for wij defines as contiguous countries that share a land border or a
small body of water border (see annex 1 for sources).

On this basis we obtain some measure of spatial autocorrelation through comparison
of two types of information: similarity among attributes and similarity of location (Goodchild,
1986). This effect is present if neighbouring units (countries, in our case) influence each other
directly or the value at each place is determined by some other variable which is itself
spatially autocorrelated.

An alternative formulation involves the explicit modelling of space, on the belief that
the dependent variable at one point in space may be functionally related to its value at some
or all other locations in the system (Anselin and Griffith, 1988, p15). One explicit reference
to this problem appears in the Greenaway and Milner (1986) discussion of gravity-type
analysis which, they point out, 'faces the problem that countries with similar per capita
incomes also tend to be clustered geographically' (p.109).

In this case, the trade flow is modelled as:

Fij=ρWFij+Xββββ+εεεε (6)

where Fij is the spatially lagged dependent variable; εεεε is a potentially heteroskedastic error
term and ρ the spatial autocorrelation coefficient, measuring the degree of linear dependence
between Fij and a weighted sum of neighbours' values (weighted average of neighbouring
countries' exports and imports, respectively).

The null tested is ρ=0. If (6) is the correct model, but (2) is the estimated one, β^ from
(2) will be biased and all inferences based on it invalid. Rejecting the null implies that the
size of the trade flow from/in one country is directly affected by the size of the trade flow
from/in the neighbouring countries. For the export model, the rejection of the null hypothesis
is consistent with the externalities in production argument (Krugman-type), while for the
import model it is consistent with the argument based on the positive relationship between the
level income and the level of infrastructure, on the one hand, and between infrastructure and
trade (access to markets) on the other hand.

Moreover, a significant estimated parameter on the spatially lagged explained
variables can also account for many of the effects captured by the dummy variables included
in various formulations: trading bloc membership (on the grounds that trading blocs are
created among neighbouring countries), linguistic (admittedly, no for the Commonwealth)
and cultural affinities (again, among neighbours) etc.

Explicitly accounting for heteroskedastic error involves estimating (2) or (6) and
allowing for:

ε∼(0,σ ε
2ΙΙΙΙ); varε=Ζγε=Ζγε=Ζγε=Ζγ (7)
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where varεεεε is vector of error variances and Z a matrix with columns given by (squares of)
heteroskedastic variables:

Z=[GDPi
2 | DISTij

2]

In what follows we estimate equations (2) via OLS, (4b), (6), (6) with (4a), (2) with
(7) and (6) with (7) via maximum likelihood (ML). We retain as the proposed alternative a
model which accounts for both spatial autocorrelation and heterogeneity, namely:

Fij=ρWFij+Xββββ+ε; ε; ε; ε; varε=Ζγε=Ζγε=Ζγε=Ζγ (8)(8)(8)(8)

2.2. Empirical results

Most authors estimate the gravity equation using import data, on the assumption that
countries tend to monitor their imports more carefully than their exports (Baldwin, 1994,
p,.85). In order to maintain meaningful interpretation for the spatially lagged variables (i.e. in
order to capture demand side and supply side factors separately), we estimate the model for
both exports and imports4. The sample consists of the 15 EU member states and another 7
OECD5 countries and the data is for 1995. Annex 1 contains the variables definitions and
their sources6.

From the alternative formulations found in the literature, we opt for the regression of
the trade flows on income per capita in the partner countries and the distance between the
countries, as it is the model least affected by the presence of multicollinearity. Given our
focus on the accuracy of the parameter estimates, this is an important feature7.

[table 1 in here]
[table 2 in here]

As the results reported in the first columns of each of tables 1 (for exports) and 2 (for
imports), tests based on the residuals from the OLS on (2) indicate the presence of both
spatial heterogeneity (i.e. reject the null hypothesis of homoskedasticity) and spatial
dependence (i.e. reject the null of territorial random distribution of variables in favour of the
alternatives of both spatial lags and spatial error autocorrelation). The values of the estimated
parameters on both distance and income per capita are close to the ones usually reported in
the literature.

The results in columns 2 to 5 of the two tables show the outcome of modelling
separately the spatial effects detected on the basis of the residuals from the OLS estimation.
For each specification there are small changes in the size of the ML estimated parameters and
in the associated levels of significance. In terms of model specification, there is, in each case
an improvement in the model performance (lower AIC and SC compared to the OLS variant).
                                                          
4 4The results reported have been obtain using Anselin's SpaceStat 1.9; see Anselin (1992).
5 5Norway, Switzerland, Canada, US, Australia, New Zealand and Japan.
6 6For the few zero trade flows in the sample we inserted a value of 1 in levels, which became
0 in the lag formulation.
7 7We did also estimate spatial forms for the formulation with population and income in the
two countries, as well as for the formulation with both per capita income and population for
the two countries; the qualitative nature of the findings did not change. However, in all forms,
there is persistent departure from the assumption of normality. The results are available on
request.
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Note that throughout there are remaining spatial effects, in the form of both heterogeneity
(heteroskedasticity - column 3 for exports; 3 and 4 for imports) and spatial dependence (either
in the error terms - columns 2 and 5 for exports; 2, 4 and 5 for imports, or in lags of the
explained variable, columns 3 and 5 for exports and marginally so at the 5\% level for
imports).

Finally, column 6 reports the parameters for a model which accounts explicitly for
both heteroskedasticity8 and spatial dependence. As the model adequacy parameters indicate,
this is a clear improvement upon all previous formulation, including the OLS one (lowest
AIC and\ SC). The spatial effects are entirely eliminated9: the diagnostic test for error spatial
dependence and heteroskedasticity are both insignificant, while the estimated parameter on
the spatial lag of the explained variable (i.e. the weighted average of trade flows for the
neighbouring countries, with weights given by the contiguity matrix) is statistically
significant at the 5\% level in both the imports and the exports model. The distance variable
and the per capita income of the exporting / importing country (in the export / import model)
remain statistically significant (albeit with lower t-statistics than in the OLS variant). Note
that for the exports model it is the supply-side that is significant, while in the imports model
is the demand side.

All estimated parameters and the corresponding t-ratios change in magnitude (as
reported in column 7 of the two tables), falling substantially for all parameters except for
GDP of the exporting (respectively importing) country in the exports (respectively imports)
model. The most dramatic change is in the size of the parameter on the distance variable
(DISTij) (fall of 33.9\% in the exports model and 26\% in the imports model). This is not
surprising10, since the lag of the explained variable captures now an important part of the
spatial effect, for which the distance variable was the only proxy in the traditional
formulation. As Fotheringham and Webber (1980) point out, in the presence of spatial
autocorrelation, the estimated parameter on the distance variable captures both 'a ''true''
friction of distance effect' and a measure of the map pattern (p.34)11. Moreover, the lag also
captures the effects accounted for by some of the dummy variables included in expanded
formulation of the basic model, as we already pointed out.

This point is clearly supported by the results reported in Table 3, which shown the
results for the widely used exports model, when a dummy for regional trading bloc
membership is included in the formulation. The parameters are estimates for equations (2)
and (6) with (7), where the explanatory variables are the ones in X*, equation (3b).

[table 3 in here]

Once more, as indicated by AIC and SC, the spatial econometric model has superior
overall performance. Note that in the presence of the spatial lag WEXPij and when the
                                                          
8 8Modelled as a linear combination of the squares of the distance variable and the income per
capita for the exporting respectively importing country, as in equation (7).
9 9The estimated γ parameters (not reported here), representing the variance associated with
the corresponding random regression coefficients (Anselin, 1992, p.220) are all positive.
10 10 Brulhart and Kelly (1999) interpret the low estimated parameter on distance they obtain
as the results of 'erosion of spatial trade costs in global trade flows' (p.166), while it could
well be that the spatial effects are now jointly captured by the two proxies for remoteness
included in the estimation.
11 11 They propose 2SLS estimation for a simultaneous equation model, idea we pursue
further elsewhere.
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heteroskedatic errors are modelled, the parameter on the dummy variable loses its statistical
significance and becomes much smaller, at just over one third of the original estimated level.
These findings throw a new light on the results reported in a number of papers (from Frankel,
Stein and Wei, 1995 to Byers, Iscan and Lesser, 2000) which draw conclusions regarding
trade effects on the basis of the size and significance of the estimated parameters on regional
trading bloc membership dummy variables. One should regard such results with much
caution and ideally base any policy conclusion on estimates from revisited formulations,
where spatial effects are explicitly accounted for.

Next, we return to the formulation using X as explanatory variable and explore the
magnitude of the differences in estimates from the two models by evaluating12 the trade flows
between the EU and three potential members (for which we had data from the same source as
the one used for estimation purposes). As the results in Table 4 illustrate, OLS gives massive
overestimates of the trade flows for 'island' countries (Cyprus), while underestimating trade
flows to and from countries whose neighbours. are included in the sample (Romania and
Bulgaria).

[table 4 in here]

Our findings are consistent with the discussion in Polak (1996), who explains the
underestimation of certain trade flows by the gravity model through the absence of some
measure reflecting countries' location. He suggests (p.540) a relative measure of distance
defined as the actual distance divided by the average distance of the importing country from
its trading partners; this is close in nature to the use of the weights matrix with standardised
rows.

3. Concluding comments

Our spatial econometrics approach to estimating the gravity model of trade changes
the perspective on the results traditionally reported in the literature. It is clear that when the
spatial effects inherent in the nature of the data used for estimation are incorporated in the
analysis, substantial changes occur in both the magnitude and statistical significance of the
estimated parameters. This amounts to a change in the empirical foundations of the policy
decisions based on such modelling of trade.

While spatial econometrics techniques eliminate the bias present when spatial effects
are ignored, the estimates obtained allowing for spatial autocorrelation and heterogeneity
remain affected by the bias introduced by logarithmic scale, as pointed out by Flowerdew
(1982).

Another word of caution is due with regard to the sensitivity of the results to the
specification of the spatial weights matrix and to the sample size (the size of the spatial
system). It is very important to stress that the structure of spatial dependence incorporated a
priori in the matrix W preconditions any test or estimate obtained and that different
specification of W may give different indications of the presence of spatial dependence. Our
results have been obtained using the popular row-standardised contiguity matrix. The next
step would be to test for the robustness of our findings for alternative specifications of W.

                                                          
12 12 in the spirit of Hamilton and Winters, 1992
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However, the more accurate parameter estimates obtained enable a more precise
evaluation of the trade effects from regional integration, of trade potential etc., which have no
little relevance to policy making where trade and regional integration are concerned.
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TABLES

Table 1
Parameters for alternative estimations: exports

parameter OLS spatial error spatial lag spatial error +
lag

heteroskedastic
error

heteroskedastic
error + lag

%∆
parameters

1 [eq. 2] 2 [eq. 4a] 3 [eq. 6] 4 [eq. 4a&6] 5 [eq. 2&7] 6 [eq. 6&7] 7

CONSTANT
WEXPij
GDPi
GDPj
DISTij
λ

2.534 (1.339)

0.309 (1.025)
0.474 (1.594)

-0.896 (5.152)*

2.671 (1.335)

0.253 (0.841)
0.501 (1.507)

-0.996 (5.235)*
0.156 (3.176)*

2.613 (1.407)
0.111 (3.232)*
0.154 (0.516)
0.468 (1.604)
-0.660 (3.509)*

2.618 (1.429)
0.157 (4.238)*
0.099 (0.332)
0.461 (1.619)

-0.552 (2.999)*
-0.029 (0.568)

2.193 (1.164)

0.367 (1.198)
0.493 (1.694)

-0.883 (5.155)*

2.153 (1.143)
0.138 (3.744)*
0.189 (0.602)
0.502 (1.738)

-0.592 (3.173)*

-15.0

-38.8
+5.9
-33.9

AICa

SCb
1822.8
1839.2

1813.4
1829.8

1813.9
1834.4

1811.0
1831.4

1821.1
1837.4

1809.4
1829.9

heteroskedasticityc,d

spatial dependence
(error) c,e

sptial lag c,f

0.000*
0.000*
0.068

0.064
0.002*
0.216

0.006*
0.508
0.001*

0.007*
0.753
1.000

0.855
0.003
0.001

0.712
0.746
1.000

t-ratios in parentheses for column 1; z-values for columns 2-6
* = significant at the 5%
a -Akaike Information Criterion
b - Schwarz Criterion
c - p-values for the corresponding LM test
d - null hypothesis of homoskedasticity
e - null hypothesis of no autocorrelation in the error terms; alternative of AR or MA\ error
terms
f - null hypothesis of no autocorrelation in the explained variable
g - [(β^ML−β^OLS)/β^OLS]100
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Table 2
Parameters for alternative estimations: imports

parameter OLS spatial error spatial lag spatial error +
lag

heteroskedastic
error

heteroskedastic
error + lag

%∆
parameters

1 [eq. 2] 2 [eq. 4a] 3 [eq. 6] 4 [eq. 4a&6] 5 [eq. 2&7] 6 [eq. 6&7] 7

CONSTANT
WIMPij
GDPi
GDPj
DISTij
λ

2.271 (1.215)

0.815 (2.774)*
0.020 (0.067)

-0.750 (4.371)*

2.180 (1.111)

0.854 (2.635)*
0.003 (0.009)

-0.789 (4.242)*
0.138 (2.791)*

2.332 (1.259)
0.064 (1.851)
0.798 (2.740)*
-0.058 (0.196)
-0.610 (3.226)*

2.013 (0.985)
-0.080 (2.059)*
0.906 (2.599)*
0.089 (0.297)

-1.021 (4.660)*
0.228 (4.816)*

1.847 (0.976)

0.832 (2.878)*
0.097 (0.311)

-0.720 (4.199)*

1.884 (0.994)
0.079 (2.128)*
0.824 (2.857)*
-0.004 (0.012)
-0.555 (2.953)*

-17.0

+1.1
-80.0
-26.0

AICa

SCb
1811.6
1827.9

1803.6
1819.9

1809.9
1830.4

1804.9
1825.4

1808.7
1825.1

1806.6
1827.1

heteroskedasticityc,d

spatial dependence
(error) c,e

sptial lag c,f

0.000*
0.000*
0.047*

0.112
0.004*
0.648

0.020*
0.056
0.057

0.298
0.042*
1.000

0.593
0.008*
0.051

0.560
0.415
1.000

t-ratios in parentheses for column 1; z-values for columns 2-6
* = significant at the 5%
a -Akaike Information Criterion
b - Schwarz Criterion
c - p-values for the corresponding LM test
d - null hypothesis of homoskedasticity
e - null hypothesis of no autocorrelation in the error terms; alternative of AR or MA\ error
terms
f - null hypothesis of no autocorrelation in the explained variable
g - [(β^ML−β^OLS)/β^OLS]100
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Table 3
Dummy variable specification: exports

parameter OLS heteroskedastic error + lag %∆ parameters
1 [eq. 2] 6 [eq. 6&7] 7

CONSTANT
WEXPij
GDPm
GDPn
DISTmn
DUMMY

1.709 (0.892)

0.404 (1.332)
0.487 (1.643)

-0.833 (4.757)*
0.383 (2.332)*

1.690 (0.869)
0.122 (2.929)*
0.870 (1.786)
0.515 (1.786)

-0.602 (3.225)*
0.151 (0.827)

-1..1
+33.2
+5.8
-27.7
-61.0

AICa

SCb
1819.4
1839.8

1813.8
1835.3

heteroskedasticityc,d

spatial dependence (error) c,e

sptial lag c,f

0.000*
0.000*
0.008*

0.645
0.988
1.000

t-ratios in parentheses for column 1; z-values for columns 2-6
* = significant at the 5%
a -Akaike Information Criterion
b - Schwarz Criterion
c - p-values for the corresponding LM test
d - null hypothesis of homoskedasticity
e - null hypothesis of no autocorrelation in the error terms; alternative of AR or MA\ error
terms
f - null hypothesis of no autocorrelation in the explained variable
g - [(β^ML−β^OLS)/β^OLS]100

Table 4
Percentage differences of predicted flows of the proposed over the traditional modela

country EU exports EU imports
Cyprus -78.5 -58.2
Bulgaria 12.9 12.2
Romania 33.3 21.8

a - [(Fij^ML−Fij^OLS)/Fij^OLS]100
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ANNEX 1:

Variables: log of

GDPi [m]= per capita gross domestic product of the exporting [importing] country (mil US$,
current prices)
GDPj [n]= per capita gross domestic product of the importing [exporting] country (mil US$,
current prices)
DISTij [mn] = distance between the exporting and the importing country (miles between
capital cities, 'as the crow flies')
EXPij = flow of exports from country i to country j
IMPmn = flow of imports in country m\ from country n\

Sources:

GDP, population: UN(1997), Statistical Yearbook, 42nd issue
DIST and CONTIGUITY: http://intrepid.mgmt.purdue.edu/Trade.Resources/ Data/Gravity/
EXP, IMP :UN(1995)\&(1996), International Statistics Yearbook, vol. 1


